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ASC — Austrian Scientific Computing

ASC is a joint high-performance computing (HPC) facility of Austrian universities.

» asc.ac.at
» asc.ac.at/access

» asc.ac.at/training

Austrian Scientific Computing

ASC is primarily
devoted to research.
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ASC — mission

Within the limits of available resources we satisfy the HPC needs of our users.

Provide and maintain the hardware & all services that are needed to use it.

VSC-1 (2009)

VSC-2 (2011)

VSC-3 (2014)

VSC-4 (2019) -
(
(

VSC-5

2022) —

35 TFlop/s
135 TFlop/s
596 TFlop/s
2.7 PFlop/s
2.3 PFlop/s

LEONARDO (2022) —241.2 Pflop/s

MUSICA

(2024) —

24.2 PFlop/s

#156 (11/2009)
#56 (06/2011)
#85 (11/2014)
#82 (06/2019)

#301 (06/2022)
#4 (11/2022)
#50 (11/2024)

#1

H1:
H1:

#1
#1
#1
#1

: 1.8 PFlop/s

8 PFlop/s
33 PFlop/s
: 148 PFlop/s = #439 (06/2025)
: 1.1 EFlop/s = #499 (11/2024)
: 1.1 EFlop/s 2> #10 (06/2025)
: 1.7 EFlop/s = #53 (06/2025)



ASC — access & important links

e Who can use ASC?

Scientific personnel of the partner universities, see: https://asc.ac.at/access
ASC is open to users from other Austrian academic and research institutions.

* Projects (test, funded, ...):
Access to ASC is granted on the basis of peer-reviewed projects.

* Project Manager (= usually your supervisor):
Project application, extensions, creates user accounts, ...

e Publications:
Please acknowledge ASC and add publications " visible on ASC homepage

L 4
L 4
L 4
L 4

172

https://asc.ac.at/

https://service.vsc.ac.at

https://docs.asc.ac.at/

suwor%@as&a&a&

https://asc.ac.at/training

= ASC homepage (general info)

w  ASC/VSC service website (application)
w=  ASC user documentation

um  ASC user support & contact

ww  ASC training (ASC-Linux, ASC-Intro, latest version of slides) :


https://asc.ac.at/access
https://asc.ac.at/access/acknowledgments/
https://asc.ac.at/access/publications-database/
https://asc.ac.at/publications/
https://asc.ac.at/publications/
https://asc.ac.at/
https://service.vsc.ac.at/
https://docs.asc.ac.at/
https://asc.ac.at/training

ASC - skills development, training and education

Only informed users can use HPC resources efficiently.

sperformancerirsz
S engineering (] o
ASC Training and Education (2024): portap%?allehzatuon 0 & o
.. Intelgg.£
* 42 training events/year ﬂgonthmstOOlsmM P Egg
e 80 training days/year gl | (U 2 §§‘g€§
* 1800 participants/year o JMCI I S=E2¢
%oftware e, Q_ g- for-r%’iats
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algebragdvanced

‘ !p $program
VSC Training: https://asc.ac.at/training *&\i

PRACE Training Centre (PTC) - PRACF

EuroHPC —> partner @ LEONARDO (EuroHPC pre-exascale system) @ et
— access to EuroHPC systems — «*« —
—> EuroCC+ CASTIEL “x * EuroHPC EURO
t** " **j AUSTRIA

EUMaster4dHPC
EVITA


https://asc.ac.at/training

s

HPC User Forum 2022 (Budapest, Nov 2022)

* online, hybrid, (onsite) &) — /,'/
I‘I"'N"’-‘ S
> ASC-School | (ECTS): e el
» ASC-Linux ! N 7 I'
» ASC-Intro
> MPI

» ASC-School Il (ECTS)

MPI course (hybrid mode) @VSC/TUW (Vienna, Nov 2022)
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ASC — upcoming training events - and more to come...

22-23.10.2025
29.10.2025
30.10.2025
03.-04.10.2025
03.-04.10.2025
11.11.2025
13.11.2025
17.-20.11.2025
25.11.2025
27.11.2025

9:00-17:00
14:00-16:00
10:00-15:00
9:00-16:00.
9:30-17:00
9:00-12:30
9:00-12:30
9:00-13:30
9:00-12:30
9:00-12:30

» asc.ac.at/training

mainly online
mainly free of charge

CUDA 4 Dummies

> lectures/ECTS @TUW

ASC-School | (winter) + Il (summer)

MATLAB Day for Austria: Al Workflows for Academia & Industry

Debugging and Optimizing Parallel Codes with Linaro Forge

Introduction to Deep Learning

Shared-Memory Parallelization with OpenMP

Foundations of LLM Mastery: Prompt Engineering Essentials

Foundations of LLM Mastery: Retrieval Augmented Generation

Parallelization with MPI (Hybrid, get ECTS for ASC-School l) €

Foundations of LLM Mastery: Fine-tuning on one GPU

Foundations of LLM Mastery: Fine-tuning on multi GPUs
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ASC — systems

-
&~
"""""

............

......

VSC-4 (2019 - ...) VSC-5 (2022 - ...) MUSICA (2024 - ...)

790 nodes 770 nodes Vienna —112 GPU + 72 CPU nodes
2 x Intel Skylake Platinum CPUs 2 x AMD EPYC Milan (Zen3) Innsbruck — 80 GPU + 48 CPU nodes
2 x 24 cores/CPU 2 x 64 cores/CPU Linz — 80 GPU + 48 CPU nodes
96 GB/node (384 GB / 768 GB) 512 GB/node (1 TB /2 TB)
GPU
60 GPU nodes 2 x NVIDIA A100 (Zen3) 4 x Nvidia H100 94 GB + NVLINK
48 nodes (2022 @VSC-5) CPU
2 x Intel Cascadelake CPUs - 2 x AMD EPYC 9654
2 x 48 cores/CPU 40 GPU nodes 2 x NVIDIA A40 (Zen2) 2 x 96 cores/CPU
384 GB/node 768 GB/node
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VSC-5 — components of a supercomputer

-

storage

$HOME

nodes (59 (1) - (8
nodes @@ : @ GUI nodes |Jupyter

[ SLURM ]

compute nodes & interconnect:

(partitions)

Hub
» N
storage

$DATA

login nodes
VS.
compute nodes

shared
(login, storage)
(compute -n)
VS.
user exclusive
(compute -N)
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core core

Parallel hardware architectures —e°e°° S

memory memory

shared memory distributed memory

core core core core socket socket socket socket node-interconnect
| | | |

memory; memory|memory; memaory memory memory memory memory memory memory memory memory
socket: > memory-interface node: 2 hyper-transport cluster: 2 node-interconnect
UMA (uniform memory access) ccNUMA (cache-coherent non-uniform...) NUMA (non-uniform memory access)
SMP (symmetric multi-processing) I first touch, pinning ! I fast access only to its own memory !
socket / CPU node cluster
L v J

shared memory programming with OpenMP

\
Y
MPI works everywhere

12



VSC-4 — compute nodes (skylake)

[L1d [ ad [tad] - -+ [Lad |tz [Lad | (L1 [ Lad [ted| -+« [iad |tz [iad|

| memory-interface QPI | | QPI memory-interface

k memory memory /

VSC-4 »= |ntel CPUs "= skylake " 2 x 24 cores/CPU
w» memory: 96 GB/node (384 GB / 768 GB)

VSC-5 " |ntel CPUs "= cascadelake ™ 2 x 48 cores/CPU
= memory: 384 GB/node

skylake:

1 node

2 sockets (CPUs)

24 cores per socket (P)

2 threads per core (T1/T2)

1 HCA (host channel adapter)
(node-interconnect)

info about nodes:

numactl --hardware  [Linux]
cpuinfo -A [Intel]
likwid-topology -c-g  [LIKWID]

13



VSC-5 — compute nodes (zen3)

AMD CPUs " AMD EPYC Milan (zen3)
w2 x 64 cores/CPU
w memory: 512 GB/node (1 TB/2TB)

smallest possible
ccNUMA domain

BRETED
e1amsl

-/+ GPUs

-/+ 2 x NVIDIA A100

16 MiB L3

(T T

die core hyper-thread

accelerator
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node-interconnect

schematic figure:

2-level fat-tree (ore

15t level switches
compute nodes

attached to the

oo o/o/é'c;o"d;

lowest level
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Amdahl’s law

Toaratiel, p = T Tseriat + (1-F) * Teeriat / P f ... sequential part of code neglecting time for communication

Sp = Tserial / Tparatiel,p = 1/ (f+(1-f) /p)  Speedupis limited: S,<1/f neglecting load imbalance

100 1000
a0 —— Sp = p (ideal speedup) Xﬂ
o 80 4 —~—=0.1% => Sp <1000 A
wn 10 /4 ~—f= 1% => Sp <100 & 100
o 60 o
> 50 ~—f= 5% => Sp<20 _g
o o =
© 40 ///. ~—f=10% => Sp <10 @
S 39 a» 10 11 IJM
77)
20
i Figures courtesy of
13 Rolf Rabenseifner. 1
0 20 40 60 80 100 1 10 100 1000
p = #processors p = #processors

Speedup = ratio — no absolute performance !



scalability vs. performance

I I BO———————T7—— T 1 T T T T

B | ] = = u
- 3D Stencil Update i T
- ("Jacob1") N i == Vorsi in 1
n | % 000k 8 Versign 2| |
i =8 Version 1 § - .
B &8 Version 2 N = i 3D Stencil Update
- 5 ! ("Jacobi")
B 7 =
i Sl 0 . . ‘
B - < [500 Single core/socket efficiency -
B ] - - is key issue!
I | | | | | | | | 0 I

1 2 3 - 5 6 7 8 _ 1 2 3 - 5 6 7 8

#COI'CS F/gures courtesy Of #COI'CS

Georg Hager.

3D Stencil Update (“Jacobi”): v (i,73,k) = b*( x(i-1,73,k) + x(i+1,73,k) + x(i,3-1,%k)
+ x(i,J+1,k) + x(i,3,k-1) + x(i,3,k+1)) 17
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Bandwidth [GB/s)

[ W
[=] =
T
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[=]

; I q ﬁ ﬁ ﬁﬂﬁﬁﬁﬁﬁi [ e |

(=]

I ' T ' — 1
T i L= _| whyshould we care
i no pinning or = - .=~ | about pinning?
- 60 = - T - .
IR I N S NN SN N SR EA ENNRR B - = = iy
4 8 2 16 24 28 32 gso_— - ] e eliminating
2 sk ——_—— . performance variations
° = _ N
OpenMP Benchmark & plots 230— - o 7 ° makmg use of
courtesy of I pinning | hi | f
STREAM benchmark Georg Hager. L= (physical cores first, | architectural teatures
first socket first) 1 e avoiding
" — .
. . I | resource contention
MPI will give the very same picture ! N I T T H U N R B B
4 8 12 16 20 24 28 32

# threads
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HPC = computation — communication —1/0

HPC

LATENCY | < typical values > | BANDWIDTH

L1 cache 100 GB/s computation exclusive
L2/L3 cache 50 GB/s node / core
memory 10 GB/s communication exclusive
HPC networks 1-8 GB/s message passing
50 us Gigabit Ethernet 100 MB/s
500 us Solid state disk 100 MB/s I/O shared
10 ms | Local hard disk 50 MB/s parallel FS with all users
50 ms Internet 10 MB/s
Understand Kinow Kinow the sYs. > Talke
HW features! our code! environmenk! control!

=>» Avoiding slow data paths is the key to most performance optimizations!
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login to the ASC clusters

ssh ... w | inux command-line access (docs)
ssh -X ... w oraphical user interface (Xserver, Xquartz, Xming)
NoMachine w https://docs.asc.ac.at/login/no _machine

ASC JupyterHub == https://docs.asc.ac.at/login/jupyterhub login

20


https://docs.asc.ac.at/login/how_to_login
https://docs.asc.ac.at/login/no_machine
https://docs.asc.ac.at/login/jupyterhub_login

ASC - login

e username & password
w= mobile phone number

e two-factor authentication
ws OTP sent as SMS » every 12 hours

* restricted IPs (firewall)
w at a VSC partner uni / jump host / VPN

* terminal
we xterm, terminal, PUTTY

[
o
2
&

te SC—D\L_&{S

Login nodes

BoExke <3
storage T~
S

'y Y
[T
(1D

Ay T

* docs, PUTTY screenshots, ssh-keys (ssh -p 27)

# login to VSC-4:
ssh <username>@vsc4.vsc.ac.at

# dedicated login node (10):
ssh <username>@l40.vsc.ac.at

ssh <username>@l49.vsc.ac.at

# login to VSC-5:
ssh <username>@vsc5.vsc.ac.at

# dedicated login node (7):
ssh <username>@l50.vsc.ac.at

ssh <username>@l56.vsc.ac.at

# recommended setup (cp over writes!):

cp ~training/bashrc_recommended ~/.bashrc
source ~/.bashrc

21


https://service.vsc.ac.at/clusteruser/login/
https://docs.vsc.ac.at/login/how_to_login
https://docs.vsc.ac.at/login/how_to_login
https://events.vsc.ac.at/event/161/page/464-login-pre-assignment

ASC — training — login = everyone logged in ?

username: trainee## (™ ## - ID )
password: .......##t (™ see email)

rs

standard ssh (inside IP range of a ASC partner university):

ssh trainee##@vsc5.vsc.ac.at

trainee users only (no IP range restrictions):

ssh -t trainee##@vmos.vsc.ac.at vsc5

login via VSC JupyterHub

https://jupyterhub.vsc.ac.at
(just hit “Start” & open a terminal)

22


https://jupyterhub.vsc.ac.at/

Enjoy © = working on the ASC Systems

Thank you for your attention!

Please provide an anonymous feedback (at the end of the course)
w» https://events.asc.ac.at/event/191/surveys/190
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https://events.asc.ac.at/event/191/surveys/190

